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At-issue
Field spectroscopy is a key tool for the validation and devel-
opment of remote sensing algorithms1–5 or estimation of 
chemical contents and properties in the environment.4–8 
Field-collected end-member spectra are often assumed to 
represent the physical and chemical properties of a single 
(homogeneous) substrate, and are thus sometimes referred 
to as spectral signatures.5,6 Besides providing a quantitative 
measurement of purity,9–11 spectral signatures can form the 
basis for spectral unmixing analyses that are used to predict 
the partial contribution of a certain element within a hetero-
geneous substrate.12–15

The spectroradiometer, whether stationary or mobile, 
produces a spectral signal by recording the reflection of the 
substrate within its field of view (FOV), defined by the solid 
angle through which radiation enters the instrument. The FOV 

confines the circular area of surface measured by the instru-
ment at a given distance.5 The homogeneity of the instrument’s 
sensitivity across the FOV is often assumed to be spatially 
uniform. Unfortunately, the majority of commercial spec-
trometer manufacturers do not provide any technical details 
regarding FOV uniformity. Recent results demonstrate that 
the assumption of uniformity may not be correct and failing 
to fully characterise the FOV may result in errors caused by 
attributing spectral properties to the wrong target.16 The need 
to define the spectrometer’s FOV prior to field or laboratory 
measurements may, therefore, be an important step before 
its use.

The homogeneity of a target is dictated by the scale ratio 
between the measured area and the size of the end-member 
units within it. If these units are small and evenly distributed, 
then measuring the heterogeneous substrate is less affected 
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by FOV sensitivity. Conversely, as the scale ratio approaches 
the extent of the FOV. Deviations in FOV uniformity become 
significant sources of variation when, for example, attempting 
to estimate the combination of end-members or trying to 
detect a specific contributor within the substrate reflect-
ance. While multiple random sampling provides unbiased 
mean estimations of reflectance of heterogeneous targets, 
knowledge of the FOV size is required to devise an adequate 
sampling strategy and to interpret the magnitude of variation 
around the mean.5–7

Another application in which assumed FOV uniformity is 
important is in the development and assessment of spectral 
unmixing methods. Sub-FOV quantification techniques, for 
example linear spectral unmixing or continuum removal, allow 
the investigator to estimate the end-member partial contri-
bution within the mixed sample.12,17,18 However, predicting 
the linear contribution of end-members, for example, from 
spatially registered digital photography,19,20 is reliant on 
knowing the FOV’s spatial and spectral sensitivity. Otherwise, 
non-uniformity will lead to inconsistency between the spec-
trally derived estimates and those based on the known propor-
tions of the end-members in FOV. This would compromise 
the accuracy of assessment of the unmixing approach. For 
example, if an area of the FOV is under represented and the 
substrate is homogenous, then the error may be unnoticeable. 
If, however, in that area of the FOV the key end-member present 
in the sample is located, it will go unregistered. In another 
example, if the effective FOV is smaller than the expected FOV, 
one may miss out entire components of the sample. In any 
case, the level of heterogeneity and the size of components in 
comparison to the expected FOV make an important difference 
to the magnitude of the error.

FOV inaccuracies can be expressed as spatial non-uniform-
ities in radiance detection obtained by the sensor and can be 
divided into three types:

Type A: the size and shape of the FOV—i.e. the shape of the ■■

area in which the sensor actually measures, compared to 
the shape or size of the area expected from the assumption 
of simple angular FOV specifications; 
Type B: measurement uniformity—i.e. how uniform is the ■■

intensity of light recorded from different positions within 
the FOV; 
Type C: spectral uniformity—i.e. how uniform is the sensor ■■

response throughout its spectral range.
MacArthur et al.16 studied two widely-used spectrometers 

that showed FOV distortions, mostly attributed to the spec-
trometer’s light entry mechanism. Both of the tested spec-
trometers exhibited FOV deviations of all types listed above. 
In the tested Analytical Spectral Devices (ASD) FieldSpec Pro 
FR spectrometer, the fibre-optic bundle arrangement should 
have produced a more randomly scattered response function. 
However, the additional 10° lens produced a rather patchy FOV 
with a few “blind” spots where no light sensitivity is recorded.16 
In the fixed focus lens GER3700, manufactured by Spectra 
Vista Corporation (a wider wavelength range version of the 
GER1500), the response function testing showed a strong 

shape effect due to the entry slit aperture and lens that implies 
that these distortions may be unit specific. While the results 
described by MacArthur et al.16,21 are detailed, their method-
ology requires precise light source positioning equipment and 
a substantial investment of investigator time. The present 
study was conceived out of the need for a more rapidly imple-
mented FOV assessment scheme that could be applied prior 
to laboratory studies and field work. 

The current study generally aims to describe the perform-
ance of the GER1500 spectroradiometer with regards to its 
FOV properties. The specific objectives were to: (1) quantify the 
non-uniformity of the sensor in terms of the difference between 
the expected and the actual measured areas (addressing Type 
A, B and C distortions); (2) develop a method for correcting 
the non-uniformity; and (3) establish the relationship between 
the fitted laser guide position and the effective FOV. Besides 
being simple to undertake, the method developed here offers 
the users an opportunity to be familiarised with their unit’s 
FOV before undertaking fieldwork. It should be noted that 
the proposed method is applicable for any field or laboratory 
spectroradiometer and not exclusive to the GER1500. 

Basic assumptions
Before attempting to describe the FOV of the GER1500, the 
following assumptions, common to all spectrometers and for 
which all further spectral measurements were relied upon, 
were made:

the viewed surface is flat (i.e. would produce a lambertian■■  
reflection);
every point within the FOV has the same reflectance inten-■■

sity as any other point (i.e. FOV is even and there is no patch-
iness in reflection intensity); 
the amount of reflected radiation from a sub-area within the ■■

FOV is proportional to the reflected radiation from the entire 
FOV (i.e. a sample of 1% of the FOV area should reflect 1% of 
the radiation reflected by the entire FOV); 
the reflectivity of the “black background” (equivalent to dark ■■

current) is extremely low and negligible;
the “white reference” panel is perfect (i.e. reflects all light ■■

arriving at it). 

Methodology 
The current study was carried out in three steps: (1) mapping 
the FOV and developing a non-uniformity correction technique; 
(2) validation of the correction method; and (3) describing the 
relationship between the FOV and the laser guide. 

Experimental design
For the current research, the GER1500 spectrometer manu-
factured by Spectra Vista Corporation was used. It is an all-
in-one unit with internal memory that supports independent 
operation. It offers a spectral range between 300 nm and 
1100 nm with a spectral resolution of 3 nm. For the purpose 
of the current experiment, only the spectral range of between 
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400 nm and 700 nm was used. Its fixed lenses and laser guide 
allow highly accurate pointing, albeit offset from each other. 
The spectrometer was fitted with a standard 15o lens and 
mounted on a construction giving a constant distance of 1 m 
from the target (Figure 1). These dimensions correspond to 
a 26.3 cm target diameter. The experimental light source was 
a standard outdoor halogen lamp (250 W pro-light, P2-10CE 
manufactured by Lowel) mounted at 72° to the experimental 
plane (18° zenith angle). The light provided a 1 m wide beam on 
the experimental plain and was assumed to be uniform across 
the strip plain. A digital camera was mounted in parallel to 
the spectrometer to provide a photographic record for each 
measurement. The spectrometer unit, digital camera and 
the illumination remained fixed in their position for the entire 
duration of the study. 

The target background on which all experiments have taken 
place was a 30 cm × 30 cm wooden surface covered by black 
velvet-like material. It reflected less than 2% of the Halon 
plate used as white reference. The grids mentioned from 
here on were marked by pressure marks on the edges of this 
surface and provided virtual lines for guidance. The measured 
target was a 2 cm × 2 cm white Halon plate that was placed 
on the background. The plate was 1.2 mm thick and the edge 
shadowing was assumed negligible. The FOV mapping was 
performed in two stages. In the first stage of the experiment, 
the Halon plate was moved along from the upper-right corner 
to the lower-left corner on a pre-determined 28 cm × 28 cm 
grid [Figure 2(a)]. This process provides a rough definition of 

the entire FOV as expected from the sensor with a 15° angle 
lens at 1 m distance. The grid map was used to identify regions 
of high or low sensitivity within the FOV. The second stage 
focused on a strip of 3 cm × 23 cm within the expected FOV 
[Figure 2(b)]. This time, the procedure was repeated with a 
smaller (1 cm × 1cm) white Halon plate. Subtracting the black 
reference from each reading gave the final “per pixel” contri-
bution in percentage (linearity was assumed). Dividing each 
individual reflectance reading by the total reflection (i.e. the 
summation of the reflection of the 69 sequential positions of 
the Halon plate on the grid) provides its actual, spatial specific, 
partial contribution. 

The final product of the mapping stages is a raster image 
consisting of the reflectance values of all the grid points within 
the strip. The resulted image was exported into ENVI software 
(http://www.ittvis.com/) ready to act as a wavelength specific 
mask [Figure 3(a)]. In this mask, each pixel, at each wave-
length, had a designated sensitivity weight. In contrast to the 
first and second assumptions, these pixels were not equal in 
value but cumulatively they produced ~100% of the FOV reflec-
tion. Moreover, from here on, the effective FOV area is often 
referred to as the strip.

White reference measurements were obtained before each 
reading while black reference measurements were repeated 
periodically. It is important to note that all raw spectral read-
ings were subjected to calibration supplied with the unit. Both 
showed insignificant variance throughout the experiments. 
The black background was used as “zero” reflectance marker 

Figure 1

15°

light source
GRE1500

Digital camera

Background target

100cm

30cm
Figure 1. Experimental setup. The GRE1500 spectrometer is fixed 100 cm above the background target with a beam of 15° measuring 
26 cm × 26 cm. The light source is fixed at the same distance and its beam is more than 100 cm wide. The digital camera is fixed adjacent 
to the spectrometer.

http://www.ittvis.com/
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and was deducted from each reading (accepting assumption 
3). The “white reference” and plates were made from the 
same material and were spectrally identical to an industrial 
standard (a Spectralon panel by Labsphere) within the relevant 
spectral range.

Mixing correction and validation 
To determine how well the correction mask works, an experi-
ment using mixed coloured targets was designed. Reference 
samples made of four coloured foams (i.e. red, green, blue 
and yellow) were arranged in the target measuring area, 
covering the FOV strip area. Because the FOV strip is not 
uniform in its light sensitivity, the spectroradiometer is likely 
to record somewhat different combination of colours than 

their real colour in reality. The correction mask is expected 
to rectify this error and the difference between the “actual” 
and “corrected” image results is used to quantify the correc-
tion success. 

The foams were placed at three different orientations [Figure 
4): (1) two foams arranged vertically (lengthways) in 3 cm wide 
bands [Figure 4(a)] in different colour combinations (red–green, 
red–blue, blue–green); (2) three large foams arranged horizon-
tally in six different colour combinations [Figure 4(b)]; and (3) 
four small foams arranged horizontally in eight different colour 
combinations [Figure 4(c)]. Note that the foam sizes were not 
equal and, therefore, the digital camera operating simultane-
ously was used to determine the partial contribution of each 
colour in each set (percentage cover of the strip). Additionally, 
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Figure 2. The expected field-of-view (the dark area within the red circle) was mapped twice in two spatial resolutions—first at 
2 cm × 2 cm and then 1 cm × 1cm using a cut-out piece of white plate. (a) A 2 cm plate was moved around the black reference, eventually 
covering the entire area, creating a complete grid of 26 cm × 26 cm; (b) the actual sensitivity per “pixel” of the field of view after the first 
mapping stage using the 2 cm × 2 cm plate. Darker shades represents high sensitivity while the generally light grey represents <1% 
sensitivity; (c) the apparent FOV strip (green rectangle) within the expected FOV (red circle), was mapped using the same technique; 
(d) the interpolated sensitivity of the field of view after the second mapping stage using the 1 cm × 1 cm plate. Notice the “blind spot” 
artifact at the centre of the strip which is probably attributed to a physical malfunction of the sensor array.

(a) (c)

(d)(b)



T. Caras, A. Karnieli and J. Hedley, J. Spectral Imaging 2, a1 (2011)	 5

since the foam pieces were arranged one next to the other they 
formed a continuous surface and no shadowing occurred.

Readings of each arrangement with the GER1500 provided 
the sensor’s “actual” spectra. As the spectrometer records only 
the total reflection from the entire strip it cannot be corrected, 
so a synthetic image identical in size to the strip was created by 
ENVI software. Unlike the spectrometer reading, the synthetic 

image contains 69 (23 × 3) pixels of 1 cm2 each and is there-
fore of identical dimensions as the mask. Pure hyperspectral 
spectra of each colour substrate provided the necessary end-
members for the synthetic image production. The resulting 
synthetic image was a hyperspectral version of the image 
taken by the digital camera [Figure 3(b)], spectrally compatible 
with the spectrometer’s spectral resolution. Averaging all 

Figure 3

c

a

b

(a)

(b)

(c)

Figure 3. Stages in correction procedure: (a) the mask (light shade represents high reflectance) created using the smaller plate grid cov-
ering the 3 cm × 23 cm strip, each pixel is 1 cm × 1 cm and has the same spectral resolution as the GER1500 spectrometer; (b) an example 
of the synthetic image (same spectral and spatial resolution as the mask) of a three-colour arrangement created in ENVI representing the 
“expected” image; and (c) intensity corrected image representing the values of each pixel after the application of the mask.

a: 2 colour lengthways strips b: 3 colour patches c: 4 colour patches

Figure 4

Figure 4. Colour foam arrangements on the black background. (a) Vertical arrangement. As the colour foam bands were 3 cm wide, the 
first and last of the four readings had a “pure” single colour reflectance; (b) larger horizontal three-colour arrangements were made 
of 8 cm long pieces; and (c) Smaller horizontal four-colour arrangements—6 cm long. Note that in both horizontal arrangements one 
colour was always 1 cm out of bounds.

(a) (b) (c)
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the pixels in the synthetic hyperspectral image produced the 
mixed spectrum that is analogous to the one recorded by the 
spectroradiometer. It assumes uniform FOV sensitivity, giving 
each coloured pixel an equal intensity weight. This spectrum 
was termed “expected” as it is expected to produce—assuming 
linear mixing—a spectrum identical to that of the GER1500. At 
the correction stage, the synthetic image was multiplied by the 
mask—pixel-by-pixel and wavelength-by-wavelength [Figure 
3(c)]. The averaging of the resulting image, where each pixel is 
weighted differently, gave the final product, i.e. the “corrected” 
spectrum. The above procedure was repeated for every colour 
substrate combination (17 in total) that allowed a comparison 
between the “expected” spectra, the “corrected” spectra and 
the “actual” spectra. 

Accuracy estimation
In this final step, spectra for each colour arrangement were 
compared and the similarity indicated how well the correction 
procedure performed. The two produced spectra (“expected” 
and “corrected”) were compared to the “actual” spectrum 
using two complementary methods: a linear regression model 
(r2) and the root mean squared error (RMSE).

Laser guide position
Ideally, a field operator knows where the approximate location 
of the actual FOV area is in space. The GER1500 is an inde-
pendent hand-held spectrometer with a set opening slit and a 
fixed laser guide. The position of the FOV strip is expected to 
be linearly correlated to the laser guide position because the 
angle between the slit and the laser guide is fixed in the unit. If 
this relationship is known in advance, the operator can achieve 
high pointing accuracy. To confirm this relationship, the size 
and location of the strip was measured at four distances from 
a target (17 cm, 57 cm, 150 cm and 210 cm) and plotted in a 
regression function against the laser guide position. 

For this purpose, a large (A3 size, 420 mm × 297 mm) matt 
black card was hung on a wall. The spectroradiometer was 
fixed and carefully levelled on a table so it was directed at the 
centre of the card at the zenith angle. Knowing the approximate 
dimensions and shape of the FOV strip from previous steps 
described above, a white reference card was moved in four 
vertical and horizontal directions in 1 cm increments, starting 
at the laser guide point. Any spot where the white reference 
registered a change from the expected “black reference” (close 
to zero reflectance) was marked as “within the strip”. The outer 
borders of the strip were defined as the point from which the 
white reference placement did not register in the instrument 
reading (thus outside the strip). Finally, a linear relationship 
between the approximated strip and the laser guide was calcu-
lated and its accuracy (R2) evaluated (Figure 5).

Results
As a result of moving the 2 cm × 2 cm plate over the entire 
expected FOV (26 cm × 26 cm), it was found that the actual 

reflection area is much smaller than the expected FOV 
demonstrated in Figure 2(b). Almost all the reflected radia-
tion was concentrated in a strip of 3 cm × 23 cm [Figure 2(c)] 
that was located vertically and to the right of the spectrometer 
expected plane. The matrix of plate reflection was plotted 
for normal distribution and randomness. Distribution results 
(not presented here) showed a strong bi-model shape where 
all the area around the strip was normally distributed and 
random across the experimental plane. The area around the 
strip was also normally distributed.

The peripheral plates (those outside the strip) contributed 
between 0% and 0.1% of the total reflectance for the entire 
area while within the strip, plates ranged between 1% and 
9% of the total. This difference in a magnitude of ten makes a 
clear strip shape within the expected FOV. The strip described 
is only 12% of the area the instrument is expected to read. 
Next, in order to describe the reflected area more precisely, 
the 1 cm × 1 cm was moved within the strip [Figure 2(c)]. This 
refinement confirmed the very strong concentration of reflect-
ance that is responsible for 97% of the entire radiance arriving 
at the sensor [Figure 2(d)]. In actuality, the area responsible 
for 97% of measured radiance is only about 5% of the expected 
FOV area. Except for differences in very low magnitude, it 
seems that this non-uniformity does not change throughout 
the spectral range (Figure 6).

As shown in Table 1, comparing the “corrected” spectra 
with the “actual” spectra produced much better matches 
than the comparison between the “expected” spectra 
and the “actual” spectra (please note that each spectrum 
represents an averaged synthetic image). This result is 
demonstrated as r2 is higher in 18 out of 20 cases and 
RMSE scores are higher in 19 out of the same 20 cases. The 
comparisons highlighted a clear error in vertical colour 
bands [Figure 4(a)]. In comparison to vertical colour bands, 
horizontally distributed colour mixtures of three or four 
colours [Figures 4(b) and 4(c)] were generally less different 
than the “actual” spectra. In the three-colour arrange-
ments, the difference between the “expected” and “actual” 
were intermediate (average r2 is 0.87 and RMSE 0.96). The 
similarity between “actual” and “corrected” output was 
slightly higher (average r2 is 0.97 and RMSE 0.98) than that 
of “actual” and “expected”. The “expected” and “corrected” 
comparison scores for the four-colour arrangements were 
generally higher than those of the three-colour arrange-
ments, indicating negative correlation to number of end-
members in the mix. Note that all r2 correlation results 
are statistically significant (i.e. p < 0.05). In addition, the 
results for r2 are spread across a wider range (i.e. 0.06 to 
0.99), while the RMSE values range from 0.83 to 0.99. The 
relationship between the two different score systems is not 
strong (linear regression r2 = 0.65).

Limiting the spectral range for the used spectra high-
lights the difference between using the r2 and the RMSE as 
a measure of difference. The degree of similarity between 

“actual” and “expected” spectra was heavily impacted by the 
spectral restriction when using the r2 method [Figure 7(a)]. 
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Conversely, when using the RMSE comparison, the results 
remain relatively constant as the range decreases [Figure 
7(b)].

As shown in Table 2, strip sizes increase linearly with 
distance. The FOV strip position shows a linear relationship 
with the position of the laser guide (Figure 5).

Discussion
The mapping of the FOV was consistent at both resolution 
levels used (2 cm and 1 cm pixel size). The higher resolution 
mapping (1 cm × 1 cm) provided a good, wavelength dependent 
correction mask that was used successfully for all three colour 
arrangements. The higher similarity between the corrected 

Figure 5
a b c d

Figure 5. Strips and laser guide position. The position of the laser guide in relationship to the real FOV is a function of distance from 
the sensor. Here are four different distances [50 cm, 100 cm, 150 cm and 200 cm—(a), (b), (c) and (d), respectively) and their relative 
position to the laser guide. Laser guide position is the red dot and corresponding to the strip position (black rectangle). Up to a meter 
distance—the laser guide is within the FOV strip. At distances longer than 1 m the actual FOV strip drifts right of the laser guide.

(a) (b) (c) (d)

RMSE RMSE normalised r2

Expected Corrected Expected Corrected Expected Corrected

Average 2 colour (top to bottom) n = 3 0.88 0.91 0.63 0.93 0.63 0.95

Average 3 colour (horizontal) n = 6 0.96 0.98 0.90 0.96 0.86 0.97

Average 4 colour (horizontal) n = 8 0.95 0.98 0.92 0.97 0.94 0.99

Table 1. Grouped and averaged results for linear regression (r2) and RMSE at three-colour set-ups (Figure 3). Because the RMSE system 
of scoring is affected by light intensity, a normalised RMSE version was tried and its scores can be compared with both the regular RMSE 
and the r2 scoring systems. Normalised RMSE scoring is noticeably similar in values to r2 as well as the average difference between the 
expected and corrected results.
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Figure 6. Uniformity across the spectral range. None uniformity was very similar across the spectral range as demonstrated by plotting 
reflection spatial distribution throughout the expected FOV. The slight differences are of very low magnitude and can be attributed to 
unit noise.
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Figure 7. Difference in accuracy as a function of spectral range reduction. (a) The scores achieved when using r2 method; (b) The same 
tests taken using RMSE method. The case letters represent the colour foam arrangement from right to left.

(a)

(b)
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and the actual readings suggest that the correction is working 
well and, therefore, that the non-uniformity is consistent with 
the FOV mapping. The effect of the non-uniformity is more 
visible in the two-colour bands because these are paralleled to 
the slit direction. This would result in higher under/over repre-
sentation as two of the colour bands are always in an “under 
represented” part of the FOV strip. In the three- and four-
colour arrangements, the non-uniformity is reduced as the 
colour targets are generally equally measured within the FOV 
strip. Additionally, as more colours are arranged on the FOV 
strip, the mix becomes effectively more homogeneous and 
thus less affected by the non-uniformity. The results demon-
strated here show an element of this when the differences 
between “expected” and “actual” spectra are compared for 
four- and three-colour mixes.

The results described in this study demonstrate how the FOV 
of the GER1500 is spatially biased and non-uniform. This seems 
to closely follow the instrument’s opening slit and is wavelength 
independent. Previous studies with a different spectrometer 
model (GER3700, by the same manufacturer) have established 
a detailed and similar directional response function distor-
tion.16,21 Their results show how the FOV of the visible and near 
infrared sensor hosts a sensitivity hotspot similar in shape and 
location to the one demonstrated here. However, their superior 
mapping quality is not easy to repeat without intensive labora-
tory work and dedicated equipment. The method described here 
offers a simple solution, forming an a priori knowledgebase for 
the FOV of a specific unit. It can be undertaken in any laboratory 
or potentially even under field conditions.

When the end-members in measured targets are not distrib-
uted homogeneously, a single spectral reading in its uncor-
rected state may lead to errors in the analysis. For example, if 

parts of the subject of interest are located outside the GER1500 
sensitive strip, they are likely to contribute much less than 
expected to the final spectra (i.e. severely under represented). 
This scenario is expected to be very common, considering that 
only about 5% of the expected FOV contributes to the final spec-
trometer’s reading. The error we describe is directly related to 
the physical construction of the GER (i.e. fixed lens and light 
entry slit and fixed internal optics) and thus unlikely to be appli-
cable to sensors with fibre-optic light entry [for example, Ocean 
Optic sensors, Analytical Spectral Devices (ASD) and GER1500 
with a fibre-optic adaptor]. An unmasked fibre-optic bundle 
randomly distributes its sensitivity across the FOV but may 
produce a different type of non-uniformity.21 Therefore, because 
the fine tuning correction method relies on a known and fixed 
relationship between the light entry and the spectrometer, it 
is unsuitable for a fibre-optic bundle where the light entry is 
randomised by the fibre-optic bundle. However, the method of 
mapping the FOV properties is universal and can be adapted for 
any spectrometer (even if a fibre-optic is used) as a precursor 
step before designing future sampling strategy.

There is no need to correct the FOV if the target studied is 
homogeneous or if it is possible to take numerous readings of 
the same heterogeneous target. Statistically, multiple readings 
are expected to give correct proportions for each end-member 
overall. Determining the number of samples requires some 
knowledge of the actual measured area and is associated with 
the size and distribution of the target substrates. If, however, 
the combination of end-members in a single reading is impor-
tant,19,20 a correction may be the only way to compensate for 
the FOV spatial non-uniformity. The method requires prepara-
tion work and a digital camera that may not be suitable for 
many applications.

Distance from 
GER1500 

(cm)

Height of strip 
(cm) 

Width of strip 
(cm) 

Distance of laser 
from strip top 

(cm)

Distance of laser from 
strip centre (to the left) 

(cm)

17     5.69   1.95   2.55 –1.56

50   12.65   2.76   5.69 –0.20
100   23.20   3.98 10.45   1.85
150   33.74   5.21 15.20   3.91
200   44.29   6.43 19.96   5.96
250   54.83   7.66 24.71   8.02
300   65.38   8.88 29.47 10.07
350   75.92 10.11 34.22 12.13
400   86.47 11.33 38.98 14.18
450   97.01 12.56 43.73 16.24
500 107.56 13.78 48.49 18.29
r2     1.00   1.00   1.00 —
Regression* Y = 0.21X + 2.10 Y = 0.02X + 1.53 Y = 0.09X + 0.93 Y = 0.04X – 2.25

*Y is the expected value and X is the distance in cm

Table 2. A linear increase in size of the FOV strip with distance. r2 represents the accuracy of the linear relationship and linear regression 
equation models the shift (bottom of each column).
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With the above in mind, even without the need for precise 
control—the knowledge of the FOV shape and position can 
significantly improve single or multiple reading strategies. In 
the first stage of this investigation it was established that the 
actual effective FOV is eight times smaller than that calcu-
lated from distance and lens opening angle. Moreover, in the 
case of the GER1500, the non-uniformity is spectrally inde-
pendent which means that the FOV dimensions are applicable 
for the entire spectral range. This has implications relating 
to the scale ratio between the sampled substrate unit and 
the size of the FOV. Knowing the real FOV size may influence 
the sampling strategy in terms of distance from the target or 
number of repeated samplings required to achieve correct 
representation of the relevant study site. The FOV mapping 
procedure itself is relatively simple to undertake.

One of the greatest advantages of the GER1500 in respect 
to the FOV non-uniformity challenge is its laser guide. Its 
use may facilitate accurate implementation of orientation 
procedure by positioning the object measured at the desired 
distance and direction. Correct use of this positioning guide 
can eliminate the need for an additional referencing tool, such 
as a parallel mounted digital camera (particularly if multiple 
readings are planned). As can be expected from simple geom-
etry, the FOV increases linearly in size with increasing distance 
from the target. Due to positional offset, the laser position 
shifts rightwards as the sensor draws further away from the 
target. Based on the mapping of the laser guide position, it is 
possible to generally predict when the strip will be on the target 
and aim the sensor accordingly. With this improved sampling 
accuracy, if multiple measurements are undertaken no further 
correction may be necessary. Furthermore, in further work 
(to be discussed in a future paper), it was possible to use the 
above ratio to sample specific underwater targets up to 4 m 
deep (after which it was hard to spot the laser guide). This was 
extremely useful and without it errors in data collection would 
have occurred.

The mapping of the FOV was consistent at both resolution 
levels used (2 cm and 1 cm pixel size). The higher resolution 
mapping (1 cm × 1 cm) provided a good, wavelength-dependent 
correction mask that was successfully used for all three colour 
arrangements.

Accuracy scoring used two complementary systems—the r2 
scoring and the RMSE scoring. The r2 method is more sensi-
tive to initial differences between spectra and thus produces a 
wider range of values (between 0 and 1). It is less sensitive to 
differences in illumination and thus produces useful compari-
sons between different spectral sources. However, the use of 
averages in its algorithm renders the r2 method sensitive to 
spectral range choice and introduces bias when end-members 
are partially similar (for example, when end-members have 
common characteristics in a certain range). Conversely, RMSE 
is generally less sensitive to partial similarity but is sensitive 
to illumination variation.22–25 The illumination gap can cause 
the RMSE scoring to be high, although the spectral features 
are similar. This, however, can be rectified by normalising the 
average of one spectrum to the other. Given the differences 

in approach between the r2 and RMSE (for example, para-
metric versus non-parametric), it is important to consider 
both methods for spectra comparisons. Methods such as 
spectral angle mapper (SAM) 22,24,26,27 or others22,23,25 produce 
similar results.

The “corrected” spectra show distinct improvement over 
the untreated values. It is important to note that all correction 
procedures are done after the FOV is specifically limited to the 
area of the FOV strip. The error would be much higher if the 
sampling area included all the “expected” FOV based on the 
view angle and distance (26 cm × 26 cm). This correction can 
be used when performing detailed laboratory-based studies 
of spectral mixing19,20 and may reduce some of the sources of 
unexplained variance these studies often show.19

Conclusion 
The non-uniformity in the expected FOV of the spectroradi-
ometer unit we tested is caused by the physical build of the 
unit (i.e. lens and light entry slit) so other units of the same 
make and model are expected to demonstrate similar non-
uniformities. Additionally, because this spectrometer model 
has a laser guide with a fixed angle (and thus a fixed shift) to 
the FOV plane, a linear relationship can be calculated enabling 
practical use of this facility. With the shift known, a practical 
outdoor method for aiming the unit more precisely at the 
target is possible.

Knowledge of a sensor’s FOV shape and size is crucial 
for correctly measuring spectral data of a heterogeneous 
target. The active FOV of the GER1500 is limited to about 
5% of the expected area based on the simple view angle 
and distance from unit to target. However, because the 
non-uniformity is spectrally independent, correction is 
simplified. We have shown how the correction procedure 
was successfully implemented in the analysis and correc-
tion of a range of mixed spectra. In addition, knowing the 
shape of the actual FOV combined with the laser guide, the 
GER1500 can facilitate reasonably accurate operations on 
heterogeneous targets.

Further work is required in describing the FOV of other 
spectrometers using the FOV mapping suggested in this 
study.
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